Week2\_NT

library(data.table)  
library(plyr)  
library(magrittr)  
library(tidyverse)  
library(lubridate)  
library(MLmetrics) # logloss를 사용하기 위한 패키지

## 챕터 0

#### **0 - 1 : [데이터1.csv]를 불러오고 [event\_datetime]의 기준으로 train set과 test set을 나누어라**

data <- fread('데이터1.csv')  
data <- data %>% mutate(date = data$event\_datetime %>% day %>%   
 str\_pad(2, side = 'left', pad = '0'))

train\_data <-   
 data %>% filter(date != 10)  
train\_data$date %>% unique()

## [1] "01" "02" "03" "04" "05" "06" "07" "08" "09"

test\_data <-   
 data %>% filter(date == 10)

#### **0 - 2 : 데이터가 나누어 졌다면, event\_datetime의 변수를 제거하라**

train\_data %<>% select(-event\_datetime, -date)  
test\_data %<>% select(-event\_datetime, -date)

#### **0 - 3 : 문자형 변수를 모두 범주형 변수로 바꾸어 주어라**

train\_data %<>% mutate\_if(is.character, as.factor)  
test\_data %<>% mutate\_if(is.character, as.factor)  
  
rm(data) # 메모리 아끼자

## 챕터 1 모델링

### **로지스틱**

**1-1 : [device\_model], [predicted\_house\_price]의 변수를 제외한 모든 X 변수를 Y 변수에 대하여 모델 적합 시켜보자**

model\_glm\_1\_1 <- glm(click ~ . , data = train\_data %>%   
 select(-c(device\_model, predicted\_house\_price)))  
#model\_glm\_1\_1 %>% summary

**1-2 : 위의 X 변수에서 [predicted\_house\_price]을 추가하여 모델 적합해보자**

model\_glm\_1\_2 <- glm(click ~ . , data = train\_data %>%   
 select(-device\_model))  
#model\_glm\_1\_2 %>% summary

**1-3 : 위의 X 변수에서 [device\_model]을 추가하여 모델 적합해보자**

model\_glm\_1\_3 <- glm(click ~ . , data = train\_data %>%   
 select(-predicted\_house\_price))  
#model\_glm\_1\_3 %>% summary

**1-4 : 위에서 만든 모델 3개의 결과를 test set에 대하여 predict 해보고 이에 대한 logloss를 구해보자. 그리고 이중에 오류가 나는 모델은 무엇이고 왜 그 오류가 나는지 서술해보자**

pred\_1\_1 <-   
 predict(model\_glm\_1\_1, newdata = test\_data %>%   
 select(-c(device\_model, predicted\_house\_price)), family = 'binomial')

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type = if (type == :  
## prediction from a rank-deficient fit may be misleading

LogLoss(pred\_1\_1, test\_data$click)

## [1] 0.3105291

pred\_1\_2 <-   
 predict(model\_glm\_1\_2, newdata = test\_data %>%   
 select(-device\_model), family = 'binomial')  
LogLoss(pred\_1\_2, test\_data$click)  
  
pred\_1\_3 <-   
 predict(model\_glm\_1\_3, newdata = test\_data %>%   
 select(-predicted\_house\_price), family = 'binomial')  
LogLoss(pred\_1\_3, test\_data$click)

2번 모델은 predicted\_house\_price에 NA가 있어서 반환값에도 NA가 많은 것 같다. 3번 모델은 트레인 데이터에는 없는 device\_model의 종류가 테스트 데이터에는 있어서 오류가 발생한다. 걍 둘다 지워버리자…

또한 AIC의 관점에서도 첫번째 모델로 충분하다! 첫번째 모델의 AIC값이 제일 작음!

logloss\_glm <- LogLoss(pred\_1\_1, test\_data$click)

그래서 두개를 지운 모델의 로그로스를 이렇게 한다.

**1-5 : [device\_model], [predicted\_house\_price]의 변수를 제외한 모든 X 변수를 Y 변수에 대하여 연결 함수를 cloglog로 바꾸어서 모델 적합 시켜보자**

model\_glm\_2 <- glm(click ~ . , data = train\_data %>%   
 select(-c(device\_model, predicted\_house\_price)), family = 'binomial'(link = cloglog))  
#model\_glm\_2 %>% summary

complementary log log 방식으로 glm을 피팅할 수 있다. probit으로도 가능하고! 근데 probit은 연산이 불편하고, cloglog의 특징은 까먹었다! 쨋든 로짓이 가장 해석이나 계산면에서 좋다고 알고 있다!

## 문제 2 : train set과 test set에서 [device\_model], [predicted\_house\_price] 변수를 삭제하자

train\_data %<>% select(-c(device\_model, predicted\_house\_price))  
test\_data %<>% select(-c(device\_model, predicted\_house\_price))

### Tree Model

library(tree)

## Warning: package 'tree' was built under R version 3.6.3

## Registered S3 method overwritten by 'tree':  
## method from  
## print.tree cli

library(rpart)  
# 라이브러리 가져오자!

set.seed(1) #시드 지정해주자!

**문제 3-1 : rpart 패키지를 이용하여 모든 X 변수를 이용하여 Y 변수에 대해 트리모델을 적합 시켜보아라**

model\_tree\_1 <- rpart(click ~ ., data = train\_data)  
model\_tree\_1

## n= 19742   
##   
## node), split, n, deviance, yval  
## \* denotes terminal node  
##   
## 1) root 19742 1528.7330 0.08459123   
## 2) ssp\_id=4rKKqEXsKn,5vVGidhbcl,8hNBdRzeNs,A6E0SZLhXP,CD3hRiI3bN,ddtzah8tWp,JRMcxPd0gO,ki6yt82lyq,SrN77Arvqh,tDmR2RkEPK,Uox85xVMSC,VKAHCb2KFB,wWGPlLy4jH 11755 348.0361 0.03054020 \*  
## 3) ssp\_id=k5ASnQBVC3,M6QaRvdZ8h,nwf1A3O5cO,y7QKxSwhwV 7987 1095.8100 0.16414170   
## 6) advertisement\_id=7Jed7iZc4g,9gyihRjPVK,9XoBTDdtSl,B12nM0QBme,Hy6SSlFrrj,K6ZwviDgnR,kPHyEU7nLt,OPLghzPS1i,PrrNeme8gU,RDcrDg5GGQ,T36AMrQrkF,TbkcVoisoR,tmj7wCMWB5,VMHkGmzhR9,xDjSV8yqPL 5296 606.7415 0.13198640 \*  
## 7) advertisement\_id=7dyzy9aZoJ,BD8n5KtMc3,CCWN3Vsn9P,dChiDwvVws,kZP6ssxfMO,qTUiMFHa1k,thYsZvmQHI,zdUcuwnbGE 2691 472.8161 0.22742470 \*

pred\_tree\_1 <- predict(model\_tree\_1, newdata = test\_data)  
LogLoss(pred\_tree\_1, test\_data$click)

## [1] 0.2551373

2번 가지를 만들었고, logloss는 0.2551

**문제 3-2 : tree 패키지를 이용하여 모든 X 변수를 이용하여 Y 변수에 대해 트리모델을 적합 시켜보아라**

model\_tree\_2 <- tree(click ~ ., data = train\_data)  
model\_tree\_2

## node), split, n, deviance, yval  
## \* denotes terminal node  
##   
## 1) root 19742 1529.0 0.08459   
## 2) ssp\_id: 4rKKqEXsKn,5vVGidhbcl,8hNBdRzeNs,A6E0SZLhXP,CD3hRiI3bN,ddtzah8tWp,JRMcxPd0gO,ki6yt82lyq,SrN77Arvqh,tDmR2RkEPK,Uox85xVMSC,VKAHCb2KFB,wWGPlLy4jH 11755 348.0 0.03054 \*  
## 3) ssp\_id: k5ASnQBVC3,M6QaRvdZ8h,nwf1A3O5cO,y7QKxSwhwV 7987 1096.0 0.16410   
## 6) advertisement\_id: 7Jed7iZc4g,9gyihRjPVK,9XoBTDdtSl,B12nM0QBme,Hy6SSlFrrj,K6ZwviDgnR,kPHyEU7nLt,OPLghzPS1i,PrrNeme8gU,RDcrDg5GGQ,T36AMrQrkF,TbkcVoisoR,tmj7wCMWB5,VMHkGmzhR9,xDjSV8yqPL 5296 606.7 0.13200 \*  
## 7) advertisement\_id: 7dyzy9aZoJ,BD8n5KtMc3,CCWN3Vsn9P,dChiDwvVws,kZP6ssxfMO,qTUiMFHa1k,thYsZvmQHI,zdUcuwnbGE 2691 472.8 0.22740 \*

pred\_tree\_2 <- predict(model\_tree\_2, newdata = test\_data)  
LogLoss(pred\_tree\_2, test\_data$click)

## [1] 0.2560239

노드를 안나눠버림! 클래스 불균형이라서! 18072 vs 1670이니까 걍 다 0이라고 예측해도 91%의 정분류율을 가진다.

*logloss는 0.2560*

**[추가 문제] 문제 3-3 : 위의 만들어진 2 트리모델의 plot을 그려 보아라**

library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 3.6.3

prp(model\_tree\_1, type = 5, digits = 3)

![](data:image/png;base64,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)

plot(model\_tree\_2) 로 두번째 트리를 그려볼 수 있다. 하지만 노드를 안나눴는데 그릴필요조차 없겠지? 따라서 여기서는 rpart가 더 좋겠다!

logloss\_tree <- LogLoss(pred\_tree\_1, test\_data$click)

## 랜덤포레스트

library(randomForest)

## Warning: package 'randomForest' was built under R version 3.6.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:dplyr':  
##   
## combine

## The following object is masked from 'package:ggplot2':  
##   
## margin

**문제 4-1 : train과 test의 Y 변수가 숫자형(0, 1) 범주형으로 바꾸어 주어라**

train\_data$click <- factor(train\_data$click)  
test\_data$click <- factor(test\_data$click)

**문제 4-2 : 랜덤 포레스트는 train set과 test set의 범주레벨을 맞추지 않으면 오류가 난다.2개의 데이터 셋 레벨을 맞추어 주자**

*▶ 힌트 : 의외로 rbind를 사용하면 간단하게 할 수 있다*

dim(train\_data) # 19742개 행

## [1] 19742 23

data <- rbind(train\_data, test\_data)  
data %>% dim # 22294행

## [1] 22294 23

train\_data <- data[1:19742, ]  
test\_data <- data[19743:22294,]

**문제 4-3 : 모든 X 변수를 이용하여 Y 변수에 대해 랜덤 포레스트 모델을 적합 시켜보아라**

*▶ 모델 변수 이름 : model\_rf\_1* *▶ 시드 번호 : 1* *▶ 파라미터 : 기본값*

set.seed(1)  
model\_rf\_1 <- randomForest(as.factor(click) ~ ., data = train\_data)  
pred\_rf\_1 <- predict(model\_rf\_1, newdata = test\_data, type = 'prob')  
logloss\_rf <- LogLoss(pred\_rf\_1[, 2], ifelse(as.integer(test\_data$click) == 1, 0, 1))  
logloss\_rf

## [1] 0.2767536

# logloss 값은 0.2767

**문제 5 : 로지스틱회귀, 트리, 랜덤 포레스트에서 만들어진 모든 모델의 test에 대한 Logloss를 구하고 이를 비교하라**

logloss\_glm

## [1] 0.3105291

logloss\_tree

## [1] 0.2551373

logloss\_rf

## [1] 0.2767536

트리 성능이 제일 좋네!

## 챕터 2 – Cross Validation

library(caret)

## Warning: package 'caret' was built under R version 3.6.3

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following objects are masked from 'package:MLmetrics':  
##   
## MAE, RMSE

## The following object is masked from 'package:purrr':  
##   
## lift

**문제 1 : 아래와 같은 조건으로 랜덤포레스트 모델의 파라미터를 튜닝하고, 어떤 파라미터가 가장 좋은지 확인해라**

*5 Fold CV 방식 파라미터 튜닝* *파라미터 : mtry = 3, 4, 5* *척도 : logloss* *시드 번호 : 1*

set.seed(1)  
train\_data\_x <- train\_data %>% select(-click)  
train\_data\_y <- train\_data %>% select(click)  
  
n\_split = 5  
cv <- caret::createFolds(train\_data$click, k = n\_split)  
tune\_para <- expand.grid(mtry = 3:5)  
tune\_para$logloss <- NA  
  
rfmodel <- list(NULL)  
  
for (k in 1:NROW(tune\_para)) {  
 logloss\_result <- c()  
 for (i in 1:n\_split) {  
   
 idx <- cv[[i]]  
   
 train\_x <- train\_data\_x[-idx, ]  
 train\_y <- train\_data\_y[-idx, ]  
 val\_x <- train\_data\_x[idx, ]  
 val\_y <- train\_data\_y[idx, ]  
   
 set.seed(1)  
 rfmodel[[k]] <- randomForest(x = train\_x, y = train\_y, mtry = tune\_para[k, 'mtry'])  
 cv\_pred <- predict(rfmodel[[k]], newdata = cbind(val\_y, val\_x), type = 'prob')  
 cv\_logloss <- LogLoss(cv\_pred[, 2], ifelse(as.integer(val\_y) == 1, 0, 1))  
 logloss\_result <- c(logloss\_result, cv\_logloss)  
 }  
 tune\_para[k, 'logloss'] <- mean(logloss\_result)  
 print(k)  
}

## [1] 1  
## [1] 2  
## [1] 3

tune\_para # 3일때 최고다!

## mtry logloss  
## 1 3 0.2594486  
## 2 4 0.2628726  
## 3 5 0.2611207

동영님이 올려준 코드를 기반으로 짰습니다! expand.grid 갓갓!

**문제 2 : 최종적으로 그 파라미터를 사용한 모델로 test를 예측하였을 때 logloss를 구하여라. 그리고 이를 위의 랜덤포레스트 [model\_rf\_1] 와 결과를 비교하여라**

*▶ 모델 변수 이름 : model\_rf\_2*

model\_rf\_2 <- randomForest(as.factor(click) ~ ., data = train\_data, mtry = 3)  
pred\_rf\_2 <- predict(model\_rf\_2, newdata = test\_data, type = 'prob')  
logloss\_rf\_2 <- LogLoss(pred\_rf\_2[, 2], ifelse(as.integer(test\_data$click) == 1, 0, 1))  
  
logloss\_rf

## [1] 0.2767536

logloss\_rf\_2

## [1] 0.2771863

처음 랜포 모델이 더 좋았는데 너무 미미하다. 랜포 자체가 랜덤성을 가지기 때문에, cv를 통해 선택된 동일한 mtry를 갖는다고 하더라도,실제 각각 트리들의 구조들을 다를것이다.그래서 glm과 같이 동질적인 구조가 나오기는 어려울 것이고, 대신 랜포는 그자체로 n을 늘리면 늘 분산은 감소하기 때문에(과적합 걱정 없다!) 그냥 경험적인 mtry선택과 감당한수 있는 연산속도의 n을 선택해주면 되지 않는가 싶다.

## *끗*